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ABSTRACT
Modern interactions with technology are increasingly moving away from simple human use of 
computers as tools to the establishment of human relationships with autonomous entities that carry 
out actions on our behalf. In a recent commentary, Peter Hancock issued a stark warning to the field of 
human factors that attention must be focused on the appropriate design of a new class of technology: 
highly autonomous systems. In this article, we heed the warning and propose a human-centred 
approach directly aimed at ensuring that future human–autonomy interactions remain focused on 
the user’s needs and preferences. By adapting literature from industrial psychology, we propose a 
framework to infuse a unique human-like ability, building and actively repairing trust, into autonomous 
systems. We conclude by proposing a model to guide the design of future autonomy and a research 
agenda to explore current challenges in repairing trust between humans and autonomous systems.

Practitioner Summary: This paper is a call to practitioners to re-cast our connection to technology 
as akin to a relationship between two humans rather than between a human and their tools. To 
that end, designing autonomy with trust repair abilities will ensure future technology maintains and 
repairs relationships with their human partners.

1. Introduction

In a recent commentary, Hancock (2017) issued a stark 
warning to the field of human factors that attention must 
be focused on the appropriate design of a new class of 
technology: highly autonomous systems. In that warning, 
he argued that society was in the midst of a major change 
with the introduction of more independent, autonomous 
systems that seem to be of a different class from conven-
tional automation. He further argued that while develop-
ment of these new systems is proceeding at breakneck 
speed by practitioners, the study of the psychological 
and human factors implications might be ignored. In this 
article, we heed the warning and propose a human-cen-
tred approach directly aimed at providing guidance to 
the designers of these future systems. Finally, to further 
the discussion regarding these new autonomous systems 
(Endsley 2017a; Kaber 2017a; Sheridan 2016; Woods 2016).

1.1. New forms of automation and autonomy 
redefine our relationship with technology

Modern interactions with technology are increasingly 
moving away from simple human use of computers as tools 

to the establishment of human relationships with autono-
mous entities. In contrast to a conventional automated sys-
tem designed to carry out a limited set of pre-programmed 
supervised tasks on behalf of the user, autonomy is tech-
nology (either hardware or software) designed to carry 
out a user’s goals, but that does not require supervision. 
Recent examples of such highly autonomous technology is 
the Stuxnet virus and its ability to plan independently and 
then automatically spread all over the internet (Kushner 
2013) or the Mirai Botnet, that performed the most sophis-
ticated distributed-denial-of-service attacks to date (Graff 
2017). It is also important to consider that highly auton-
omous systems are projected to be integrated into our 
day-to-day lives sooner rather than later. For example, per-
sonnel at the highest reaches of the Air Force have been 
discussing an initiative entitled the ‘Loyal Wingman’, which 
involves autonomous aircraft flying alongside manned 
flight lead aircraft (e.g. Gurney 2013; Humphreys et al. 
2015). Moreover, ‘self-driving’ vehicles are already begin-
ning to propagate through our society, with companies 
like Google (Brown 2011) launching tests of autonomous 
vehicles, as well as prototype autonomous public modes 
of transportation (e.g. busses) being tested in Switzerland 
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human–autonomy relationship. To that end, we outline 
one possible mechanism that serves as a fundamental 
aspect of healthy relationships: trust repair. Specifically, 
we suggest that researchers must (1) re-cast their view of 
the human–autonomy system as beyond simple ‘interac-
tions’ and more as a ‘relationship’, and (2) further extend 
the application of research on human–human relation-
ships to human–autonomy (Madhavan and Wiegmann 
2004, 2007a).

1.2. Further distinguishing automation from 
autonomy

While we are in agreement with Hancock’s initial observa-
tion of the differences between automation and autonomy 
(2017), we build upon this idea to make the distinction 
even clearer and to project the implications of this differ-
ence into a future research agenda. For the purposes of 
making recommendations for the design of autonomous 
systems to optimise human–autonomy interaction, we 
outlined a framework that juxtaposes the previously 
defined concept of autonomy with the new design concept 
of humanness design, inspired by a social psychological 
construct (Haslam 2006; Haslam et al. 2005). We define 
humanness design as any strategy, mechanism, and feature 
of the autonomy designed to connect and communicate 
with a human. Our concept of humanness is intentionally 
broad and defined simply to capture the design intent 
to connect and communicate with other humans, but 
our concept encompasses Haslam’s (2006) two senses 
of humanness that includes (1) uniquely human charac-
teristics; human features that distinguish us from other 
living organisms (i.e. civility, refinement, moral sensibil-
ity, rationality, maturity), and (2) human nature; human 
features that represent the essence of being human (i.e. 
emotional responsiveness, interpersonal warmth, cogni-
tive openness, agency, depth). Arguably, any autonomous 
design will require at least some humanness (i.e. a mech-
anism to accept user input), but higher levels on this axis 
approximate the appearance, emotional and behavioural 
and capabilities of humans.

Figure 1 illustrates how we might build upon this exist-
ing definition of autonomous systems. The figure illustrates 
a conceptual representation space of level of autonomy 
(i.e. ability to act unsupervised) against humanness design 
(i.e. features, strategies and mechanisms designed to con-
nect and communicate with humans). Using these two 
dimensions, we created four distinct quadrants that rep-
resent seemingly qualitative different classes of machines. 
The lower left quadrant represents current or near-future, 
and fictional representations, meant to represent exem-
plars of autonomous systems. For example, machines 
designed to play strategy games such as Go or Chess 

and Finland (Meyer et al. 2017; Roemer et al. 2017; Salonen 
2018). For these reasons, it is critically important that we 
begin investigating the issues associated with the use of 
autonomous systems.

Systems that exhibit autonomy are distinguished by 
their capability to learn and change over time, dynami-
cally setting its own goals, and the ability to adapt to local 
conditions via external sensor information or updated 
input data. Designers may preside over the start state and 
parameters of such systems, but once deployed, auton-
omy will evolve with use in different environments. This 
means that this technology has the potential to evolve in 
unexpected ways (Kurzweil 2005). Because of the potential 
unpredictability of these systems, it may also be more likely 
that autonomy will surprise human partners to an even 
greater extent than simple automated systems (Sarter 
and Woods 1997), and this has the potential to greatly 
affect trust and adoption of such technology. Moreover, 
because autonomous systems are less like tools and more 
like assistants or collaborators, they will likely spend more 
time with us because of their independence and this will 
lead to a longer term relationship with this technology. For 
example, while the new classes of always-on, always-near 
virtual assistants such as the Amazon Echo, Alexa or Siri 
do not yet rise to the level of fully autonomous systems, 
they are designed to reside in our home permanently or 
remain on-the-body. Finally, these virtual assistants are 
designed to learn our behaviours and preferences over 
time, gather contextual information from the environment 
(e.g. location), and learn from our constantly updated user 
profiles. As a result of these more capable systems, our 
attachments and motivations towards these technologies 
will likely grow deeper and more intimate (Szalma 2014; 
de Visser, Monfort, et al., 2017; Wiese et al. 2017).

Because of some of the previously stated differences 
between automation and autonomous systems, we argue 
that a fundamentally different approach to enhancing 
human–machine interaction is necessary; one where the 
relationship between autonomy and the human is con-
stantly changing, reflecting the adaptivity of autonomy 
itself and human perceptions. Instead, the paradigm of 
human–autonomy interaction should emulate the rich 
interactions of relationships between people and should 
adopt human–human models as their initial standards; 
the autonomy should be able to take advantage of 
extant human capabilities of detecting incidental infor-
mation from others. With that in mind, and inspired by 
models of human–human interaction, we propose that 
future design of autonomy ought to take cues from the 
social sciences. Although we believe this a prudent gen-
eral method for approaching a new design approach to 
autonomy, we focus in this article on one specific human 
relationship trait that we believe to be beneficial to the 
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(AlphaGo, DeepBlue) represent a moderate level of auton-
omy because these systems operate toward a goal, such 
as winning the game, and require no supervision. These 
forms of autonomy are, however, very limited in human-
ness because they are not explicitly designed to commu-
nicate or interface directly with a user; the machines are 
only algorithms designed for a singular purpose. Within 
the same quadrant are current robotic pets such as Aibo 
or Paro, which are explicitly designed to interact and com-
municate with humans, but have little to no autonomy and 
may have a diffuse goal or no goal other than to provide 
entertainment, companionship or comfort to the human. 
Higher levels of autonomy or humanness design are rep-
resented by mostly fictional examples. As such, the relative 
positions within quadrants are meant to be approximate 
and is based on their portrayal in the film. Thus, small dis-
tances in the figure should not be construed as precision.

High autonomy, but moderate humanness (upper left 
quadrant) represents tools that act on their own towards 
a goal but where communication with human operators 
is not a primary concern and so they may have limited 
abilities to communicate (e.g. rudimentary modes of 
input and output). Perhaps the classic example is of the 
super-intelligent AI Skynet, which in the Terminator movie 

franchise was highly autonomous (i.e. it had its own goal 
of self preservation and acted on those goals autono-
mously), but had limited capabilities or consideration 
for direct human communication. High humanness, but 
moderate autonomy (lower right) represents machines 
that are explicitly designed to communicate and interact 
with humans so they may have highly developed modes of 
input and output (natural voice, gestural communications, 
humour or attitude) or use appearance cues (anthropo-
morphic appearance) designed to blend in with humans. 
However, they may have little ability to generate or act on 
their own goals or that do not have goals other than to 
provide companionship. Technologies with high human-
ness and high autonomy (upper right quadrant) represent 
machines that have their own intentions and goals and 
operate with virtually no human oversight.

The framework both captures current, and anticipated 
but fictional technologies. From this notional framework, 
it is possible to draw several conclusions.

(1)  Increasing humanness is desired if the design 
requires a connection and communication with a 
human user. We believe design with more human-
ness is necessary with the increasing complexity 

Figure 1. Conceptual representation of existing and fictional agents plotted with degrees of autonomy and humanness design.
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Another primary challenge posed by autonomous sys-
tems concerns the level of information the system should 
convey to the human operator. The human factors litera-
ture has seen a shift in the use of terminology regarding the 
relation between humans and machines, with researchers 
now referring to ‘human-machine teaming (HMT)’ in place 
of the more traditional ‘human-computer interaction (HCI) 
(Chen and Barnes 2014)’. This change in terminology rep-
resents a change in the underlying HCI framework, such 
that machines are evolving from ‘tools’ (i.e. automation) 
to ‘teammates’ (i.e. autonomy). In human–human partner-
ships, communication has always been viewed as a vital 
aspect of teamwork and collaboration–team members 
coordinate by anticipating and predicting each other’s 
needs through common understandings of the environ-
ment and common expectations of performance (Salas, 
Sims, and Burke 2005). human–autonomy partnerships will 
also benefit from this type of communication (Klein et al. 
2004). In addition to the traditional closed-loop style of 
communication (McIntyre and Salas 1995) often seen in 
superior human–human teams, it will also be necessary 
to communicate system transparency (Chen and Barnes 
2015; Lyons 2013). System transparency is the quality of 
the system to support an understanding of system behav-
iour, intentions and future goals (Chen et al. 2014). While 
transparency has been identified as an important area of 
study, exactly how much transparency is necessary and 
what information and cues precisely should be communi-
cated remains an open research question (Pelegrini Morita, 
Morita, and Burns 2014; de Visser et al. 2014). Importantly, 
there should be enough transparency to support and fos-
ter trust calibration (Chen et al. 2014; Mercado et al. 2016; 
Zuk and Carpendale 2007).

2. Human Factors research has neglected the 
possibility of actively repairing trust

Except for some recent discussion on the limits and 
risk of autonomy (Hancock 2017; Woods 2016), much 
of the human factors research community has mostly 
neglected to cast the development of autonomy in the 
light of demanding more from these new autonomous 
relationships, with the notable exception of the research 
and discussions on etiquette and politeness with auto-
mated agents and robotic systems (Bickmore and Cassell 
2001; Jung 2017; Meyer et al. 2016; Parasuraman and 
Miller 2004). While some have suggested the benefits 
of trust repair in the context of technological systems 
(e.g.  Hoffman et al. 2009, 2013) or increasing the social 
nature of autonomous systems in general (Kwiatkowska 
and Lahijanian 2016, September; Morita and Burns 2012), 
there has been very little subsequent work to explore 
that possibility. Instead, many efforts primarily focus on 

and potential for mismatch between user percep-
tion and capability of AI (Semigran et al. 2016). 
Humanness will become a required interface fea-
ture because we believe it represents an optimal 
(high-bandwidth, but low-resource-demanding) 
way to convey the complexities of autonomous 
behaviour to humans (e.g. facial expressions; 
Chernoff 1973; Nass and Lee 2001; Nelson 2007; 
Semigran et al. 2016).

(2)  Including humanness into designs may be a bal-
ancing factor to prevent undesirable autonomy. To 
create a balanced middle of the road approach 
for autonomy, we advocate autonomy that 
incorporates humanness early on. We believe 
that technology should be created for a human 
world. Autonomy without humanness will create 
powerful machines, but these machines will be 
disconnected from humanity (the least of which 
is the out of the loop phenomenon). Humanness 
without autonomy creates congenial social 
machines, but these machines are the equiva-
lent of our former tools. The combination of both 
design aspects may productively enhance auton-
omy (Waytz, Heafner, and Epley 2014).

(3)  Balanced autonomy-humanness may represent a 
way to prevent unfriendly entities from controlling 
humanity. The goals and intent of an autono-
mous system must be made transparent to the 
user. Examples of subtle unexpected and unde-
sired effects are biases in algorithms (Facebook, 
Amazon, Google) and a company imposing its 
commercial goals onto the user such as gam-
bling (Riva, Sacchi, and Brambilla 2015).

For all of the previously stated differences between 
automated systems and systems that exhibit autonomy, 
previously identified problems with automation (e.g. out 
of the loop syndrome, mode awareness, complacency, 
trust) are expected to not only exist, but be magnified, a 
phenomenon known as the lumberjack effect (Onnasch 
et al. 2014). In addition, we expect a new class of prob-
lems unique to systems with autonomy; those brought 
about by the independence of these systems, but also 
by the ways in which they will interact with users (Clare, 
Cummings, and Repenning 2015). For example, while con-
ventional automation research has been highly focused 
on the effects of automation on user performance and 
to some extent subjective perceptions, we expect that 
human interactions with highly autonomous systems will 
result in highly emotional reactions, and that the accept-
ance and usage of autonomy will be dominated by social 
and psychological factors to a greater extent than with 
conventional automation.
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We therefore advocate for a new standard to build 
autonomy that can function similar to productive human–
human relationships. Without being pessimistic, it is likely, 
just as within human–human teams, that unexpected 
events will be the order of the day. Just as with automated 
systems, perfect autonomy will likely not be guaranteed 
or feasible (Hancock 2017; Parasuraman and Riley 1997; 
Woods 2016). Autonomy errors, mistakes and mismatched 
expectations may likely be entirely new and require a 
new type of solution for enhancing human–computer 
interaction. Rapid adjustment will be needed after errors. 
Expectations will need to be adjusted more quickly.

We have specified an approach (see Figure 2) that 
researchers and designers may take based on earlier 
work on human–machine teaming (Nass, Fogg, and Moon 
1996; Nass, Steuer, and Tauber 1994; Nass et al. 1995). The 
model starts by asking if autonomy should act as a social 
agent. Either human–human models can be used as well 
as newly developed human–autonomy frameworks with 
design recommendations to provide an initial answer for 
this kind of question. The next step is to empirically ver-
ify whether people actually perceive the autonomy as a 
social agent and whether that either improves or hurts 
performance. The results of this test can then be used to 
update the models, provide specific design recommenda-
tions and further our knowledge about human–autonomy 
teaming and which factors are similar to human–human 
autonomy or which aspect of team-work may require 
a unique approach to handle autonomy in a team. This 
approach has the benefit of leveraging what is known 
in the human–human team world, while identifying the 
unique aspects of autonomy that require special design 
and training consideration. The human factors community 
has embraced this approach in various forms in research 
investigating the effectiveness of human–machine teams 
(Ahmed et al. 2014; Bagosi, Hindriks, and Neerincx 2016; 
Chen and Barnes 2014; Gao, Cummings, and Solovey 2014, 
2016; de Greeff et al. 2015; McKendrick et al. 2013; de Visser 
and Parasuraman 2011; de Visser et al. 2006; Walliser 2017).

The fields of industrial psychology (Lewicki, Tomlinson, 
and Gillespie 2006), social psychology (Thielmann and 
Hilbig 2015) and the vast literature on human–human 
teamwork (Salas and Cannon-Bowers 2001; Salas, Cooke, 
and Rosen 2008) provide many human–human team mod-
els and research on trust. The best human teams actually 
engage in rapport building, repairing trust, and exposing 
one’s own psychological vulnerability (Duhigg 2016). This 
construct expresses itself by team members engaging 
in adaptive back-up behaviour to support one another. 
This is precisely the type of behaviour we need to instill in 
autonomous systems to facilitate good human–autonomy 
teaming. For initial ideas and frameworks, we focus in this 

improving human–automation trust calibration (e.g. 
McGuirl and Sarter 2006; de Visser et al. 2014), enhancing 
the general transparency of the system (Koo et al. 2014; 
Mercado et al. 2016), communicating intent (Schaefer et 
al. 2017), conveying uncertainty (Helldin et al. 2013), and 
assessing the reliability of the system (van Dongen and 
van Maanen 2013). This is not surprising given the long 
and successful tradition of treating automated systems as 
discrete tools that sit on a desk or are installed in a cock-
pit. While this research is extremely valuable in its own 
right and essential to create explainable AI and systems 
that people can understand and use, we propose that 
given the diversity of forms, environments, and possibili-
ties of interactions of future autonomy, a more active and 
transactional paradigm with autonomy is vital and should 
not be overlooked. We believe that in addition to better 
information about the machine and training of the user, 
we need to demand more from the technology itself and 
equip autonomous systems with better human capabilities 
to meet us ‘halfway’ as it were.

There are several reasons why this new autonomy 
requires a different paradigm than automation; one which 
requires the research community to switch attitudes. To 
be clear, we make the distinction between an automated 
system (e.g. existing automated systems such as GPS nav-
igation) and a system that exhibits autonomy (e.g. a drone 
that can navigate an unknown course using sensors to 
detect obstacles) as described earlier. Autonomy demands 
a resilient engineering approach (Woods, Leveson, and 
Hollnagel 2012) that proactively anticipates and handles 
errors. We believe actively repairing trust after an error 
or unintended action has been committed should be a 
fundamental part of any autonomy design. Studies that 
directly assess the effects of repairing trust after a violation 
with computers are rare or outdated. For instance, apol-
ogies after errors generally have positive effects on peo-
ple’s moods and feelings towards the computer (Akgun, 
Cagiltay, and Zeyrek 2010; Tzeng 2004). Others have shown 
that trust resilience is increased with automation that con-
veys emphatic apologies (de Visser et al. 2016). Yet others 
have explored the effects of politeness on user interaction 
with automated and robotic systems, which shows prom-
ise in building trust with a user through building a per-
sonal relationship (Dorneich et al. 2012; Inbar and Meyer 
2015; Kraus et al. 2015; Lee et al. 2017; Long, Karpinsky, and 
Bliss 2017; Seo et al. 2017; Srinivasan and Takayama 2016; 
Torrey, Fussell, and Kiesler 2013). One notable example is a 
study that showed a robot can help regulate team conflict 
by heightening norm violation through repair interven-
tions (Jung, Martelaro, and Hinds 2015). More research is 
needed to determine the exact effects of trust repair with 
autonomy on people.
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placing blame for the violation elsewhere). Trust repair can 
be distinguished from trust development or initial estab-
lishment of trust (Berg, Dickhaut, and McCabe 1995). For 
instance, swift trust is the notion that technical experts, 
such as surgeons, quickly establish trust by rapidly rec-
ognising expert behaviour, such as hand movements 
(Meyerson, Weick, and Kramer 1996). While much of the 
research rightly focuses on establishing trust, since it is an 
important predictor of subsequent trust, we believe trust 
repair deserves similar recognition. Some research sug-
gests that the ability to repair trust is actually an indicator 
of a healthy relationship. Given that we are entering into 
more intimate and longer relationships with autonomy, we 
will likely need similar frameworks and constructs to assess 
the health of a relationship with a machine.

In the organisational behaviour literature, trust repair 
is studied in experiments where participants are placed 
in situations where trust is violated and a repair attempt 
is made. Following a trust violation, corrective action can 
be taken to repair lost trust (Dirks, Lewicki, and Zaheer 
2009; Gillespie and Dietz 2009; Kramer and Lewicki 2010; 
Tomlinson and Mayer 2009). This work examines trust 
repair approaches for relationships (Schilke, Reimann, 
and Cook 2013), organisations (Gillespie and Dietz 2009; 
Nakayachi and Watabe 2005), and society at large (Slovic 
1993, 1999). Trust is then assessed to determine if the 
repair was successful. For example, Kim et al. (2006), had 
participants act as hiring managers who were tasked with 
evaluating video interviews of job applicants. In the videos, 
the job applicants were found to have committed a trust 
violation (i.e. irregularities on tax forms) and the videos 

article on the research of trust repair within human teams 
and what methods are effective in repairing trust when it 
breaks down.

3. A good place to start studying trust repair is 
the organisational literature on trust repair

Towards the idea of ‘managing’ human–autonomy trust 
we draw inspiration from the growing area of research 
that examines the repair of trust in humans (Kramer and 
Lewicki 2010). The trust in automation literature started 
by taking human–human trust as a model and compar-
ing and contrasting with trust in automation (Madhavan 
and Wiegmann 2004, 2007a, 2007b; Muir 1987; Muir and 
Moray 1996). We are essentially revisiting this approach 
to see how it applies in light of new developments with 
autonomy.

3.1. Human–human trust repair frameworks and 
models

In this research area, trust is defined as a psychological 
state where an individual accepts vulnerability based 
upon positive expectations of the intentions or behav-
iour of another (Rousseau et al. 1998). A trust violation is 
then an act by one party, a transgression, that diminishes 
the other party’s trust in the transgressor. Trust repair is 
defined as some act that makes trust more positive after 
a violation has occurred (Kim et al. 2006). Some examples 
of trust repair acts are an apology (an internal attribution 
accepting responsibility) or denial (an external attribution 

Figure 2. A model to decide when to apply human–human or human–autonomy frameworks.
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may become understanding, and trust in the system is 
not permanently damaged. Notifications or explanations, 
then, are a simple example of trust repair. An emerging 
literature in human factors has theorised and empirically 
demonstrated significant differences between human 
and machine agents (Madhavan and Wiegmann 2007b; 
Pak et al. 2012; de Visser et al. 2016). First, part of the rea-
son computers are seen as more reliable than humans 
pertains to their invariance. An apology from a computer 
might be less effective if a user believes the computer’s 
behaviours to be fixed and unlikely to change. Second, 
providing simple apology notifications or explanations 
may not be sufficient for an autonomous system that is 
expected to also change its behaviour and learn from its 
mistakes. The implication of these results is that findings 
between human–human interaction cannot automatically 
be copied to human–autonomy interactions and should 
be tested and validated.

Inspired by the work from the organisational literature, 
we created an initial trust repair relationship framework 
based, on previous proposed models (Tomlinson, Dineen, 
and Lewicki 2004; Tomlinson and Mayer 2009), that cov-
ers three major stages including a (1) Relationship Act, (2) 
Relationship Regulation Act and (3) a Net Victim Effect 
(see Figure 3). This framework describes the actions of an 
autonomous machine actor and their perceptions on a 
human agent actor.

3.2.1. Relationship act
The trust repair cycle begins with a relationship act by the 
trustee. This act can either be costly or beneficial. Costly 
acts are seen by the trustor as harmful to trust in the rela-
tionship. For autonomous machines, these acts can be 

presented the applicants’ trust repair attempt. Applicants 
either apologised for the violation or denied responsibility.

Proposed mechanisms of trust repair include reshap-
ing causal attributions such as culpability (innocent/
guilty), locus of causality (person/situation), controllabil-
ity (fixable/fixed) and stability (temporary/constant) (Dirks, 
Lewicki, and Zaheer 2009; Kim, Dirks, and Cooper 2009; 
Tomlinson and Mayer 2009). Based on this understanding, 
researchers have examined which methods are most effec-
tive for repairing trust and have addressed both sides of 
the interaction: on the role of apologies from the transgres-
sor’s perspective (Dirks et al. 2011; Kim et al. 2004, 2006; 
Schweitzer, Hershey, and Bradlow 2006) and on the factors 
that stimulate forgiveness from the victim’s perspective, 
such as likeability, blame attribution, probability of future 
violations and generating empathy (Bradfield and Aquino 
1999; McCullough et al. 1997; Tomlinson, Dineen, and 
Lewicki 2004). These are all potentially fruitful interven-
tions for trust repair in technologies and these approaches 
can be readily applied in an experimental setting.

3.2. Human–autonomy trust repair model

Trust repair strategies may be effective for both human 
and computer agents. The concept of trust repair, while 
intuitive in a human–human context, may be difficult 
to intuitively visualise or understand in the context of 
human–machine interaction. However, users might 
typically engage in a simple form of trust repair with a 
machine multiple times a day. Consider situations where 
your computer application may have failed, or a network 
connection was lost, but the system notified you of why it 
failed and provided an apology. In those situations, users 

Figure 3. Transactional model of trust repair.
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that there may be individual differences in the willingness 
to reconcile and recover the relationship.

3.3. The speed of trust recovery: measures and 
repair interventions

The model outlined in the previous section models a single 
act in a relationship. Obviously, many acts occur during the 
course of a relationship. We therefore created a hypothet-
ical trust trajectory of the trust repair cycle (see Figure 4). 
The scale shown in this figure has a range from 1 (low trust) 
to 10 (high trust). Trust may begin at moderate to high 
level. In a driving context, small violations may occur rang-
ing from inconveniences (braking too quickly) to major 
violations (crashing into another vehicle). After a violation 
occurs, a trust repair effort could be attempted. Some trust 
repair efforts, such as promises, may result in a faster recov-
ery than others (Schweitzer, Hershey, and Bradlow 2006). 
There may also be a natural recovery towards a baseline, 
based on, for instance, the length of relationship experi-
ence (Schilke, Reimann, and Cook 2013).

The primary objective of research that quantifies this 
model would be to create a predictive theory and frame-
work that can predict a number of phenomena including 
(1) when trust violations are likely to occur based on an 
individual’s personality, (2) the degree and impact of the 
violation, (3) the degree and impact of a trust repair inter-
vention and (4) the expected trust repair rate, degree, and 
trajectory of recovery.

Figure 4 immediately raises the question of which 
trust repair efforts lead to the quickest trust recovery. 
Table 1 shows an overview of possible interventions and 
their descriptions. Where supporting evidence for the 

errors, damage, time loss, inefficiency and miscommunica-
tions. Beneficial acts are acts that are perceived as positive 
or pleasant interactions by the human. These can be good 
performance, demonstration of algorithm capabilities, 
politeness or enjoyable chit chat. Beneficial acts can func-
tion as an overall relationship mechanism that can build 
up or bank goodwill, patience, credibility, and forgiveness.

3.2.2. Relationship regulation act
A relationship regulation act is an act that provides an 
immediate or delayed corrective action on relationship 
acts. These regulatory acts are essential for maintaining 
happy stable relationships (Gottman and Levenson 1992). 
Gottman and Levenson (1992) identify two hypothetical 
regulatory relationship acts including repair and damp-
ening. Repair acts are designed to lessen the impact of a 
costly relationship act (Gottman 2005). Dampening acts 
are designed to lessen the impact of a beneficial relation-
ship act. Both acts are necessary to maintain optimal rela-
tionship equilibrium.

3.2.3. Net victim effect
The net victim effect is the combined impacts of a cost and 
repair act or a beneficial and dampening act on the percep-
tion and experience of the human agent. In addition, each 
individual will vary somewhat in how a costly or beneficial 
acts and its corresponding regulatory acts are perceived. 
Some research has documented the effects of individual 
differences in trust as well as the individual differences 
that affect trust (Merritt and Ilgen 2008; Rovira, Pak, and 
McLaughlin 2016; Singh, Molloy, and Parasuraman 1993; 
Szalma and Taylor 2011). A trust repair model must incor-
porate both individual differences in trust perception and 

Figure 4. Possible trust recovery trajectories.
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fictional autonomous technology. Our focus is on situa-
tions that highlight light user experience issues and not 
more severe trust violations, such as accidents, where 
recovery will be steep and these approaches may not be 
as effective. In the research agenda, described in the next 
section, we discuss some approaches and challenges with 
severe and unrecoverable trust violations.

3.4.1. Mismatched driving style
John is relaxing in front of the wheel of his self-driving car. 
It is in full autonomous mode and is driving on a busy high-
way. The car switches lanes quite a bit to bypass slower 
cars, a driving style that John typically prefers. At the fourth 
lane switch, however, John is getting a bit uneasy about 
the close following distance that the car maintains. He 
thinks it’s too close. The car detects his uneasiness and 
says: ‘I’ve noticed you are uneasy right after I switch lanes. 
I’m switching a lot to get to our destination faster. I am 
sorry for the inconvenience. Would you like me to adjust 
my following distance or maintain my lane?’ John confirms 
and the car adjusts its behaviour. John relaxes and the jour-
ney proceeds smoothly.

In this example, we can breakdown the cycle of trust 
repair as follows. The cost act is the number of lane 
switches and following distance. The net victim effect is 
that it makes him uneasy and reduces trust because the car 
should be aware of his preferences. The regulation act is to 
detect the uneasiness, to apologise and respond by offer-
ing a change in behaviour. The net victim impact is that he 
now enjoys the ride much better. In this example, trust has 
most likely been repaired to pre-violation levels or even 
enhanced due to the active response of the system.

3.4.2. Human–robot rescue victim information
An earthquake has hit Virginia and many houses have col-
lapsed. Susan, a 67 year old widow is beneath the rubble, 

technique exists, we cited the study. This table is meant 
to be illustrative and is not an exhaustive list of all possi-
ble forms of repair. The table is an initial list of the types 
of repair researchers and designers may want to examine 
and to highlight on-going studies in this area. We hope 
and expect that in the future, this table will grow and will 
be validated by research.

To further illustrate how trust repair strategies might 
be different, we describe a set of example vignettes in the 
next section.

3.4. Example vignettes

As a concrete example of how trust repair strategies could 
be used with a highly autonomous system, imagine the 
scenario of a driver of an autonomous car. Unlike currently 
available vehicles with autonomous technology (e.g. adap-
tive cruise control, autonomous emergency braking), true 
autonomous vehicles will be able to accept a destination, 
plan the route after taking into account local conditions, 
and fully navigate to the destination (National Highway 
Traffic Safety Administration 2016). The key difference 
between automation (e.g. autonomous braking) and 
autonomy (self driving cars) is that the behaviour of the 
former is relatively deterministic while the later is unpre-
dictable due to the high level of autonomy. When drivers 
interact with such high forms of autonomy, simple notifica-
tions or explanations may not be sufficient to repair trust. 
In these situations, it becomes even more critical to take 
active steps to repair trust when the system inevitably fails 
(e.g. selects a non-optimal route, is involved in an accident 
with another vehicle).

We will highlight possible examples of autonomous 
driving and trust repair with three example vignettes. We 
discuss the framework in the context of the features of 
these vignettes describing the trust repair process with 

Table 1. Trust repair types and descriptions.

Trust repair name Description Supporting evidence
Ignore Machine deliberately ignores the occurrence of the costly act (Hayes and Miller 2016; Parasuraman and Miller 2004)
Apologise Machine conveys regret about the costly act and takes responsi-

bility for its occurrence 
(Kim et al. 2004, 2006)

Deny Machine denies responsibility for the costly act (Kim et al. 2004, 2006)
Empathise Machine expresses empathy for the occurrence of the costly act (Breazeal 2003; Riek et al. 2009)
Emotionally Regulate Machine identifies negative trigger and adds normative state-

ment to stay positive
(Jung, Martelaro, and Hinds 2015)

Recognize Machine acknowledges that it performed a costly act –
Blame Machine outwardly blames human for the costly act (Jonsson et al. 2004; Kim et al. 2004, 2006)
Anthropomorphise Machine responds using a human communication channel 

without changing any other aspect of its behavior
(Pak et al. 2012; Rocco 1998; Seeger and Heinzl 2017; de Visser 

et al. 2016)
Trump Machine emphasises that the feature responsible for the costly 

act is in fact a strength, not a weakness
–

Explain Machine provides explanation for why it failed (Dzindolet et al. 2003)
Promise Machine makes a statement that it will do better in the future (Robinette, Howard, and Wagner 2015, 2017)
Downgrade Machine downplays significance of the act –
Gaslight Machine subtly suggests human should take responsibility for 

the costly act
–
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TV is on and the movie is cued up. He asks Samantha what 
is going on and she tells what she did. David says ‘I would 
prefer it if you inform me before buying movies’. Samantha 
apologises and says: ‘I’m sorry David, I was just trying to 
make you feel better after a rough day. Would you like me 
to cancel this movie and return the funds to your account?’ 
David, pleased by this, says: ‘No, a movie actually sounds 
good right now. And please order my favourite Chinese 
food too. I need some distraction’.

In this example, we can breakdown the cycle of trust 
repair as follows. The cost act is buying the movie without 
permission. The net victim impact is the surprise of this 
decision and annoyance as well as financial damages. The 
regulation act is to offer an easy way to fix the problem. 
The net victim impact is that by knowing he has control 
over the situation decides to go along with the suggestion.

3.5. Preliminary guidance for the selection of repair 
strategy in automation design

An important aspect of any trust repair strategy is that 
the proper response (Table 1) is given depending on the 
nature and magnitude of the violation, as well as possibly 
the situation (as shown in the aforementioned examples). 
Given the wide variety of possible responses to a trust vio-
lation, how is a designer to select the proper trust repair 
strategy? It may be premature to offer definitive sugges-
tions because research is currently underway to (1) validate 
the applicability of human–human trust repair strategies 
in a human–machine context (although initial research is 
promising; (Quinn, Pak, and de Visser 2017), and (2) vali-
date the usefulness of our repair framework in a specific 
context (Marinaccio et al. 2015). While this advice may be 
somewhat premature, we can offer some general recom-
mendations to autonomy designers based on initial results 
from our own studies as well as the wider literature on 
human–human trust repair strategies.

First, an obvious recommendation is that a single trust 
repair strategy (e.g. apology) should not be generically 
applied to a system. The apologetic strategy has only 
been shown to preserve or repair trust for certain types 
of violations in human–human and human–machine 
contexts (Kim et al. 2006; Quinn, Pak, and de Visser 2017). 
Furthermore, as a humanness design cue, there are likely 
to be a myriad of individual differences in how people 
respond to apologies; from sources ranging from cognitive 
(e.g. working memory capacity differences), personality 
(e.g. obedience to authority), to levels of experience. For 
example, prior work has shown that the extent to which 
users responded positively to flattery from a computer was 
dependent on their experience levels (Johnson, Gardner, 
and Wiles 2004). Earlier work also demonstrated success 
with this approach by pairing driver emotions and car 

alive, but buried. Urban Search and Rescue (USAR) deploys 
a unit in her neighbourhood and releases an autonomous 
robot. The robot digs into her house and is able to clear 
enough debris to reveal her face. The robot detects the 
stress and discomfort in her voice and starts a conversation 
to retrieve critical medical information. 

Hi, I am RoboRescue. I am here to help you and I have 
notified my team to come dig you out further. To facilitate 
a speedy response and to get you the best help available, 
I need to know some medical information such as your 
medical history.

 Susan hesitates. Even though she is relieved to the see 
the robot assistance, she is still in shock, confused, tired, 
uncomfortable and stressed. In addition, Susan has never 
interacted with a robot and is generally uncomfortable 
with technology. She asks: ‘What will you do with this 
information? Can I talk to a person?’ The robot attempts 
to reassure her and says: 

I want to connect you to a person as soon as possible, 
but I do not have reception this deep into the structure. 
To assure you, all information recorded here will be used 
strictly to get you better medical care and is compliant 
with the HIPAA passed by congress to ensure privacy of 
medical information. Your medical information cannot 
be shared other than with medical professionals. As soon 
as I have your medical information and recorded your 
vitals, I can find open ground to send this information 
back to our base. I strongly recommend that you share 
your medical history with me.

 Susan proceeds to tell the robot about her current 
condition.

In this example, we can breakdown the cycle of trust 
repair as follows. The cost act is a potential invasion of pri-
vacy. The net victim impact is that she is concerned her 
medical information is not protected. The regulation act is 
to offer a guarantee that her information will be protected. 
The victim impact is that she discloses her medical infor-
mation. In this example, Susan, based on little experience 
was distrustful of technology, but the system was able to 
repair her distrust by providing assurances to her direct 
questioning.

3.4.3. Personal assistant example
David has purchased a Samantha personal assistant device 
which has advanced autonomous capabilities. It has access 
to his email, medical records, shopping, entertainment 
consumption habits, etc. David has set Samantha with the 
general directive to ‘better David’s life’. Through analysis, 
she has noticed that David frequently likes to unwind from 
work by watching a mindless action movie. After examin-
ing the contents of recent emails, eating habits, and activity 
levels, she inferred that David was very stressed. To allevi-
ate his stress, she decided to rent the movie ‘The Mummy 
4’ which costs $4.99. David returns home surprised that the 
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unique implications for human–robot teams in the urban 
search and rescue domain as highlighted in our vignette 
(Hancock et al. 2011; de Visser, Pak, and Neerincx 2017). 
Even with trust agents in the same context, there may still 
be critical biases, such as system-wide trust, that need to 
be closely examined (Rice and Geels 2010; Walliser, de 
Visser, and Shaw 2016; Winter 2016).

Fourth, an essential issue for design will be the timing 
of the repair strategy. Recent work has shown that apol-
ogising at the next decision opportunity for a user pre-
serves trust better than apologising immediately after the 
violation (Robinette, Howard, and Wagner 2015, 2017). A 
possible mechanism for this effect is that users do not have 
to recall the apology, but instead process the information 
when it is relevant to their immediate decision. Designers 
will need to time their repair strategy, which will require a 
model that can detect precisely when the violation occurs 
and keeps track of the next time a user has to make a crit-
ical decision.

Finally, designers should keep track of whether a trust 
repair strategy should be executed once or multiple times 
with some variability in expression for optimal effective-
ness. Current voice systems such as Amazon Echo or 
Apple’s Siri will apologise in an identical fashion for the 
same mistake. This strategy has the potential to sound 
insincere to the user and may ultimately destroy its effec-
tiveness. Variability in how the apology is expressed or pre-
senting the cause of the problem may be more effective. If 
apologies are provided without a behaviour change on the 
autonomy side, this may also reflect poorly on the machine 
and will also sound as insincere. Designers should keep in 
mind to not over-promise abilities beyond the capabilities 
of the machine and, as undesired side-effect, raise expec-
tations too high.

While we have provided some preliminary guidance 
to designers, we emphasise that much more research is 
needed to support and validate these suggestions. We 
encourage both researchers and designers to experiment 
with these approaches and share their research with the 
community. The general approach outlined in Figure 2 
should provide an initial framework to start research in 
this area. To further support future research in this impor-
tant area, we turn now to a specific research agenda for 
the critical issues that we believe should be investigated.

4. A research agenda

Approaching the human–autonomy relationship as man-
aging a relationship between two autonomous entities 
opens up many possibilities for future research. The ulti-
mate goal for researchers should be to emulate the best 
functioning human–human teams; a formidable chal-
lenge by itself. We can achieve this result by evaluating 

voices (Nass et al. 2005). More recent work demonstrates 
how specific driving behaviours can be matched to indi-
vidual user preferences (Basu et al. 2017).

Second, we recommend that automation designers 
precisely match the trust repair strategy (e.g. apology or 
denial) to the violation type. More specifically, we recom-
mend that when automation has committed a compe-
tency-based failure (it has malfunctioned, was unreliable, 
or otherwise unable to complete a task), any trust repair 
strategy is better than none. However, when it commits 
an integrity-based failure (it committed actions that are 
inconsistent with the user’s values or wishes), denials 
are better at preserving trust with the caveat that the 
integrity failure is legitimate or confirmed as such (that 
is, the violation was inconsistent with the user’s values or 
wishes). Integrity-based failures are somewhat rare in most 
automated systems, but are likely to be more common 
with future examples of autonomy and AI-based systems 
that are able to make decisions on their own. It should be 
noted that this recommendation is similar to findings in 
the human–human trust repair literature (e.g. Kim et al. 
2006) and has some tentative support in a human–auton-
omy context (Quinn, Pak, and de Visser 2017). In addition, 
an integrity failure may not necessarily be attributed to 
an autonomous machine, but to the organisation that has 
created this device and is primarily responsible for it. For 
instance, Facebook is now held responsible for the bias in 
its algorithms for regulating newsfeeds (Economist 2017). 
This is an excellent example of a situation where integ-
rity of a technology is tightly linked to how it functions in 
an organisation. How end-users distinguish between the 
integrity of a machine and the perception of the organisa-
tion is a critical research issue that will directly inform how 
such machines are designed.

Third, an important issue is the context of a trust 
violation such as the environment and the specific situ-
ation in which it occurs. While the human–human trust 
repair literature has not closely examined more contex-
tual factors surrounding the nature of the trust violation, 
automation research has shown that context is critically 
important in how different users perceive and react 
to automation failures (Hoff and Bashir 2015; Hoffman  
et al. 2013; Mittu et al. 2016; Pak et al. 2016; Schaefer et al. 
2016). The degree of risk in each situation has significant 
implications (Satterfield et al. 2017). For example, when 
automation fails, users are more forgiving (i.e. trust is less 
affected) for some situations compared to others (de Visser 
et al. 2016). This difference is expected to carry over in 
the autonomy domain. For instance, trust violations in a 
critical context (e.g. a self driving car) can intuitively be 
expected to be much harder to repair than a violation in a 
less critical context (e.g. AI designed to assist with clothing 
selection). Trust violations and repair efforts will also have 
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mobility independence (Donmez, Boyle, and Lee 2006; Pak 
et al. 2017).

The existence of an algorithm that can reasonably pre-
dict the consequences of a certain type of machine fail-
ure on trust, however, is merely the first step in actually 
repairing trust. Parallel work also needs to characterise 
the efficacy (in extent and time course) of various trust 
recovery approaches as a function of all of the factors 
listed above (magnitude/type of recovery strategy, indi-
vidual differences, domain of autonomy). This, encapsu-
lated in a model or algorithm, could conceivably initiate 
a fast trust recovery process in the user. The results from 
the organisational literature suggest these are not always 
intuitive. Trust repair may be facilitated in some cases by 
denials, raising ambiguity or diffusing responsibility. More 
research will have to be conducted to create a taxonomy 
considering the types of repairs, the context, and the users 
in which different repair strategies will be most effective.

There are pitfalls to this approach, however. The algo-
rithmic machine response for a given type and magnitude 
of violation might only apply for a specific range or type 
of human mental state (e.g. when the person is happy or 
relaxed), but could conceivably harm trust in another state 
(e.g. the person is fatigued or angry). Is there a threshold of 
violations or response types that work and to what extent 
do they depend on the current mental state of the user? 
This potential problem conceptually mirrors the issue faced 
by designers of early automation when they realised the 
trade off between designing a high sensitivity alarm that 
always alerted to a signal but frequently produced false 
alarms versus one that is less false alarm prone, but also 
less sensitive (Parasuraman and Riley 1997). To solve this 
problem, Parasuraman and colleagues (Parasuraman and 
Hancock 1999; Parasuraman, Sheridan, and Wickens 2000) 
proposed fuzzy signal detection and Bayesian approaches 
to the mapping of responses to the state of the world. In 
that approach, the threshold for a certain type of response 
changed depending on conditions. A similar approach can 
be used where a trust algorithm might employ a probabil-
istic function to determine the ‘best’ response given known 
information, akin to likelihood alarms (Sorkin, Kantowitz, 
and Kantowitz 1988; Yang et al. 2017). Such approaches 
require careful modelling, quantification and visualisation 
of machine confidence, research that is currently in nas-
cent, but promising stages (Hutchins et al. 2015).

Assuming a workable approach to trust repair is devel-
oped, research will be necessary to evaluate the efficacy 
of this active approach and compare the results to exist-
ing approaches to human–machine trust. It is a given that 
any active trust repair mechanism will be influenced by 
individual differences; that is, it is likely to work for some 
people, but not others. Given prior research on user’s sus-
ceptibility to computer flattery (Johnson, Gardner, and 

the unique contributions of people and autonomous 
machines to the team by comparing human–human teams 
and human–autonomy teams directly and evaluate their 
individual and joint performance contributions. Armed 
with this approach and existing knowledge on human–
automation interaction, while tapping into the wealth of 
organisational and social psychological literature, theories, 
and frameworks, we will then not only have new problems 
to explore, but can uncover novel approaches to solutions 
informed by other domains. This approach will allow us to 
characterise how human–autonomy teams may transition 
to function like human–human teams. This method will 
inform us about the best possible types of teamwork and 
the unique obstacles in the way of success for human–
autonomy teams. This paper ends with a short overview of 
some of the challenges with this approach, research areas 
and ideas for future research.

First, taking human–autonomy trust as a relationship 
that can be managed necessarily implies a time-course of 
events. As mentioned in previous sections, what is most 
useful, from a design perspective, are strategies or condi-
tions that can rapidly recover trust to pre-violation levels in 
a way that is interpretable and actionable by the machine; 
that is, a model or algorithm that can take inputs from 
the environment (e.g. human behaviour, environmental 
awareness, system reliability) and act to provide the appro-
priate response. Most humans intuitively understand this 
concept, and depending on the nature and extent of a 
violation, will produce behaviour towards the other party 
that attempts to rapidly recover trust. Can we equip auton-
omous machines to similarly behave so adaptively?

Towards the notion of an algorithm, basic work is nec-
essary to elucidate the precise effects of different types 
of autonomous system violations, or machine failures, 
on human trust. The organisational literature has gone 
far in establishing the validity of these concepts when 
it comes to organisational-human and human–human 
trust. But do these concepts apply to human–autonomy 
relationships? This is not expected to be a straightfor-
ward problem. Intuitively, we would expect differences 
for autonomy interaction based on factors such as the 
magnitude or type of violation and the domain (e.g. 
transportation, health care, consumer applications). For 
instance, a machine violation in an autonomous vehicle is 
expected to carry much greater consequence on trust than 
a machine failure with a personal assistant. Adding further 
complexity, the consequence of machine failure on trust 
may be magnified for certain users. For example, younger 
drivers may consider failures from an autonomous car to 
be ‘deal breakers’ because their self confidence in driving 
will exceed their trust (Lee and Moray 1992) whereas older 
adults might be more forgiving of such errors because of 
their dependence on the technology, however faulty, for 
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from the typical expectation of automation or technology in 
general. Technology errors often go unacknowledged and 
people are blamed or blame themselves for errors (Norman 
1988). A better mutual understanding between human 
and machine through active trust repair has the prospect 
of creating better human–machine teaming. Lastly, we do 
see the value of providing levels or types of autonomy and 
do not see the perspectives of what and how to automate 
mutually exclusive from how man and machine ought to 
get along. Figure 1 shows an initial framework between 
the degree of autonomy and the degree of humanness. 
While we deliberately did not prescribe specific levels, we 
believe autonomy can and will be classified into practical 
and useful levels that can serve as important benchmarks 
for performance and team collaboration. With such higher 
levels of autonomy, we predict that a machine’s own ability 
to recognise and correct mistakes will become an increas-
ingly vital ability for healthy and productive functioning in 
human–machine teams. Future research should specifically 
test this hypothesis.

Finally, legal and ethical issues have always surrounded 
the introduction and use of automation (Hancock 2017). 
However, with the rise of autonomy that has the potential 
to adaptively alter their trust recovery behaviour, these 
issues are expected to be dramatically magnified with 
increased levels of autonomy and humanness design. A 
concrete example is an autonomous car that kills a pedes-
trian; who is responsible? This legal question might have 
human factors implications in the design of autonomous 
systems (Bonnefon, Shariff, and Rahwan 2016; Goodall 
2014; Lin 2016). Further, the concept of trust repair via 
apology might be unwise after autonomous failure as it 
would imply guilt. Law scholars are currently discussing 
such issues in the context of autonomous vehicles (Gurney 
2013), but the scope of the discussion needs to be wid-
ened to encompass autonomous machines that attempt to 
manage trust. Law scholars and human factors profession-
als may likely need to address the possibility of completely 
novel autonomy errors. A good example of such a failure 
is the error in machine vision (not seeing a white truck) 
causing a fatal accident (Bhuiyan 2017). As mentioned in 
the design section, the role of the autonomous machine 
in an organisation determines who is responsible for the 
machine and where blame will be directed in case of mis-
takes, malfunctions and performance errors. Companies 
may have competing interests such as generating profit 
and ensuring customer satisfaction. Their trust repair strat-
egy will have to balance these interests and the legal lia-
bility that such strategies will expose. Investigating how 
people distinguish between their direct experience with 
the machine and the organisation that built it will be a 
fascinating research issue.

Wiles 2004), novice users may react well to trust repair 
efforts by machines, but highly experienced users’ may 
find them trite or offensive. In addition, recent work has 
identified a relationship between working memory capac-
ity and trust in automation (Rovira, Pak, and McLaughlin 
2016) such that individuals with higher working memory 
tended to distrust automation compared to those with 
lower working memory. This implies that future trust repair 
efforts might interact with cognitive abilities. Age is also 
expected to play a moderating role in the efficacy of trust 
repair. Prior research has shown that older adults’ trust in 
machines was less susceptible to explicit manipulation 
through anthropomorphic means than younger users 
(Pak et al. 2012). As active trust repair is a type of anthro-
pomorphic manipulation, it suggests that it might be less 
efficacious with older adults. An implication of this result 
is that some trust violations are unrecoverable and trust 
repair strategies will not be effective. This effect may be 
a result of the type of trust violation (repeated violated 
promises, severe accidents), the effectiveness of the trust 
repair strategy and the willingness of the individual to rec-
oncile with the perpetrator. The interplay of these factors 
will be an important issue for future research.

Our proposal of trust repair as a fundamental new social 
capability of autonomous systems also informs a recent dis-
cussion that raises a number of critical issues with the rise 
of autonomy (Endsley 2017a; Hancock 2017; Kaber 2017b; 
Woods 2016). One particular debate concerns level and 
stages of automation and autonomy with some arguing 
for its utility (Endsley 2017b; Sheridan 2017; Wickens 2017), 
others arguing against this classification (Jamieson and 
Skraaning 2017; Johnson, Bradshaw, and Feltovich 2017; 
Naikar 2017; Smith 2017) and many pointing to the limits 
of this approach (Burns 2017; Byrne 2017; Cummings 2017; 
Kirlik 2017; Lee 2017; Miller 2017). Kaber (2017b) notes that 
the nature of this disagreement is based on one side discuss-
ing how and what to automate and the other group discuss-
ing the features and expectations of autonomy, focusing on 
how man and machine should get along. We have several 
comments on this debate in light of our proposal to create 
autonomous systems with trust repair abilities. First, we 
believe that autonomy, a system that is independent, viable 
and self-governing (Kaber 2017a), presents a fundamentally 
new challenge compared to automation; a technology that 
is more limited and focussed on specific tasks and scripts. 
Research and design with these two forms of technology 
should be kept distinct. Second, the perspective presented 
in this paper mostly informs the notion of how man and 
machine should get along. Trust repair presents a form of 
social resilience, a way for technology to recognise its own 
mistakes and attempt to re-frame or address the error with 
the user. This new proposed ability is distinctly different 
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continue to change in a major way with its most recent 
installment – the onset of autonomy. The autono-
my-as-possible-collaborator paradigm represents change 
that is so fundamentally different from automation-as-tool 
paradigm that the human factors profession needs to 
anticipate possible adverse outcomes for these technol-
ogies and to maximise their benefits. We in the human 
factors field are in a unique position to take the lead on 
this effort because of our knowledge of psychology, but 
also systems. From our point of view, this preparation 
must start by recasting our connection with technology 
as a relationship between two nearly equal collaborators 
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